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Abstract

Analyzing direct speech in historical lit-
erary texts provides insights into char-
acter dynamics, narrative style, and dis-
course patterns. In late 19th century Dan-
ish and Norwegian fiction direct speech
reflects characters’ social and geographi-
cal backgrounds. However, inconsistent
typographic conventions in Scandinavian
literature complicate computational meth-
ods for distinguishing direct speech from
other narrative elements. To address this,
we introduce an annotated dataset from the
MeMo corpus, capturing speech markers
and tags in Danish and Norwegian novels.
We evaluate pre-trained language models
for classifying direct speech, with results
showing that a Danish Foundation Model
(DFM), trained on extensive Danish data,
has the highest performance. Finally, we
conduct a classifier-assisted quantitative
corpus analysis and find a downward trend
in the prevalence of speech over time.

1 Introduction

The analysis of direct speech in literary texts pro-
vides valuable insights into narrative style, char-
acter dynamics as well as aesthetic developments
and other broader discourse patterns. In the con-
text of literary history, it has been argued that di-
rect speech, understood as a narrative element that
purports to quote a character’s speech (Cohen and
Green, 2019), is one of the most distinctive com-
ponents of modern Danish fiction from the late
19th century (Kristensen, 1955). Realist authors
of the period use direct speech to reflect charac-
ters’ social and geographical backgrounds through
dialogue rather than explicit description, aiming
to portray the fictional world with verisimilitude,
i.e. a touch of the real. In Scandinavian litera-

ture, typographic marking of speech–such as quo-
tation marks, dashes, and colons–is often incon-
sistent, complicating the task of distinguishing di-
rect speech from narrative text. This is especially
true for Danish and Norwegian novels from the
late 19th century, where typographic conventions
are highly variable. While readers can often in-
tuitively recognize direct speech, computational
approaches require structured annotation to accu-
rately capture these nuanced typographic and lin-
guistic features (Stymne, 2024).

We introduce a newly annotated dataset de-
rived from the MeMo corpus (Bjerring-Hansen
et al., 2022), which includes annotations of speech
markers, speech tags and speech separated from
other narrative elements across Danish and Nor-
wegian novels from the late 19th century. This
dataset, annotated on the word level, facilitates the
segmentation of direct speech from other narra-
tive elements, enabling sequence tagging model
training for the automated detection of these ele-
ments. We evaluate several pre-trained language
models tailored for Danish and Norwegian, in-
cluding the Danish Foundation Models (DFM;
Enevoldsen et al., 2023) and MeMo-BERT (Al-
Laith et al., 2024a), to assess their ability to detect
direct speech in historical Scandinavian texts, and
find DFM particularly effective. Our findings are
of importance to not only literary scholars, but also
(socio)linguists who are allowed an indirect access
to spoken language from before modern recording
technologies (Culpeper and Kytö, 2010).

Our contributions are threefold: (1) we present
an annotated dataset that captures the typographic
and linguistic indicators of direct speech in 19th

century Danish and Norwegian literature, (2) we
conduct an empirical evaluation of state-of-the-art
language models fine-tuned on this dataset, and (3)
we provide insights into the performance and gen-
eralization capabilities of these models for classi-
fying direct speech.

1



Author Novel Type Example

Kamillo Karstens Grevinde Danner German quotation marks ”Læs , “udbrød han
Michael Rosing En Romantiker Guillemet-form, Danish ≫Kom Jomfru! lad os faa en Dans til Afsked ≪

Ragnhild Goldschmidt En Kvindehistorie Guillemet-form, French ≪Laura, Din Kjole er vaad; regner det? ≫

Herman Bang Tine Dash — Farvel!
Holger Drachmann Forskrevet Unmarked Jeg husker Dem meget godt ! svarede han

Table 1: Excerpts from five novels from the MeMo corpus with different quotation styles.

2 Related Work

Direct speech identification. Identifying direct
speech in literary texts has been a focal area in
NLP, with various resources and methodologies
addressing typographic and linguistic challenges
across languages. The Swedish Literary corpus
of Narrative and Dialogue (SLäNDa) exemplifies
these efforts, providing annotated excerpts from
Swedish novels between 1809 and 1940 that cap-
ture speech segments, tags, and speaker identi-
fication (Stymne and Östman, 2020, 2022). In
a similar vein, Troiano and Vossen (2024) in-
troduced CLAUSE-ATLAS, a corpus designed to
study narrative structure in 19th and 20th century
English novels, leveraging large language models
for clause-based annotation.

Recent studies have also explored annota-
tion challenges in texts lacking quotation marks.
Stymne (2024) compared manual (gold) and au-
tomated (silver) annotation methods, finding that
gold data yields better model performance at the
token level, while silver data often excels at cap-
turing speech spans. Despite these advancements,
most methods rely on monolingual, genre-specific
corpora that may not extend well to historical
Scandinavian languages.

Historical literary Scandinavian NLP. Our
study builds on recent advances in computa-
tional approaches for analyzing historical Scan-
dinavian literature, emphasizing the need for
tailored datasets and models suited to under-
resourced languages. Allaith et al. (2023); Al-
Laith et al. (2024b) developed NLP methods
specifically adapted to the unique linguistic char-
acteristics of 19th century Danish and Norwegian
texts, addressing challenges such as archaic vo-
cabulary, inconsistent orthography, and noisy data.
Further studies, such as Feldkamp et al. (2024) and
Lindhardt Overgaard et al. (2024), underscore that
models and datasets customized for genre-specific
nuances enhance the analysis of specialized text
types. Bjerring-Hansen et al. (2024) also con-

tributed by distinguishing between contemporary
and historical novels, underscoring the value of
domain-specific resources for genre classification
in historical corpora. These efforts highlight the
importance of customized NLP frameworks for
advancing computational humanities, particularly
in historical Scandinavian literature.

3 Dataset

3.1 Main Corpus
We use the MeMo corpus (Bjerring-Hansen et al.,
2022), comprising 859 Danish and Norwegian
novels spanning the last 30 years of the 19th cen-
tury, with more than 64 million tokens. We refer to
this corpus as the ‘main corpus’. It should be noted
that, until 1907, written Norwegian was practi-
cally identical to written Danish (Vikør, 2022).

3.2 Speech Corpus
Segment extraction. We randomly extract 100
segments, each consisting of three consecutive
paragraphs, from 100 different novels in the
MeMo corpus. For the selection of the target nov-
els, five novels are handpicked by literary experts
specifically to represent diverse quotation styles
(see Table 1), while the remaining 95 are selected
at random, ensuring diverse and comprehensive
coverage of quotation styles.

Annotation guidelines. To address the chal-
lenges described in §1, we develop clear annota-
tion criteria to ensure consistency and accuracy in
identifying speech-related elements:

1. Speech (“SP”): All words and punctuation
that are part of direct speech are labeled as
“SP”. We do not differentiate embedded
speech (e.g., quotations within speech) as
both the outer and inner quotations are la-
beled as “SP”.

2. Speech Marker (“SM”): Any typographi-
cal markers indicating speech, such as quo-
tation marks, colons, or dashes, are labeled

2



as “SM”. If a colon appears directly before
quotation marks, it is also labelled “SM”. For
example, in the following:
He shook his head and said: “Certainly, but
the stones must be examined first”,
both the colon and quotation marks are la-
beled as “SM”.

3. Speech Tag (“ST”): Speech tags (or inquit
phrases), such as “he said,” “she asked,” or
“they replied,” are labeled as “ST”. This label
applies only to the verb and subject, exclud-
ing any adverbs or adverbial phrases, e.g., in
And then he whispered almost inaudibly
only “he whispered” is labeled as “ST”.
Punctuation immediately preceding or fol-
lowing the tag is also considered part of the
“ST” if it is not eligible to be marked as
”SM”.

4. Other (“O”): All other words and punctua-
tion not categorized under the above labels
are marked as “O”. This includes indirect
speech and free indirect discourse. Addition-
ally, inner thoughts and citations from letters
or documents are also labelled as “O”.

Annotation process. The annotation is carried
out on the INCEpTION platform (Klie et al.,
2018) by three literary scholars with domain ex-
pertise in late 19th century Scandinavian fiction.
For agreement calculation and in order to obtain a
high-quality testing set, we select 15% of samples
for multiple annotation by all three experts. These
consist of 15 segments from 15 different novels
from the last four years of the period, 1896–1899.
In total, they contain 2,530 words. After separate
annotation by the three experts, these are consol-
idated by word-level label majority vote for the
final testing set. The rest of the segments in the
dataset (75 segments from 75 different novels) are
equally split among annotators to be annotated in-
dividually.

Annotation results. The annotation results
demonstrate a clear prevalence of non-speech
elements in the dataset, with a majority of
words categorized as “Other”. Despite the lower
representation of speech-related annotations,
the presence of direct speech is still significant,
indicating that dialogue plays an important role
in the corpus. The minimal occurrences of
“Speech Marker” and “Speech Tag” highlight

Class #Words %

Speech (“SP”) 7,655 32.6%
Speech Marker (“SM”) 579 2.5%
Speech Tag (“ST”) 363 1.5%
Other (“O”) 14,861 63.4%

Total 23,458 100%

Table 2: Distribution of annotated dataset.

the challenges in identifying these features. This
distribution underscores the complexity of the
dataset, as a result of diversity in both literary
styles and typographical conventions, and the
necessity for careful annotation to capture the
nuances of speech within the text. Table 2 shows
statistics about the manually annotated dataset.

Agreement. We use pairwise Cohen’s Kappa to
assess Inter-Annotator Agreement (IAA) on the
subset annotated by all three experts prior to con-
solidation. The pairwise comparisons between
annotators resulted in an average Cohen’s Kappa
score of 0.92, indicating substantial agreement
among annotators in classifying direct speech
from other narrative elements.

4 Experiments and Results

We model direct speech identification as token
classification, i.e. sequence tagging, with the tags
described in §3. We fine-tune and evaluate pre-
trained language models for token classification.

4.1 Pre-trained Language Models

We select models pre-trained on Danish and Nor-
wegian text, based on their performance on Dan-
ish and Norwegian literary benchmark datasets
(Al-Laith et al., 2024a) and ScandEval (Nielsen,
2023). We experiment with models that are not
primarily trained on historical/literary Danish or
Norwegian. These include DanskBERT and DFM
(Large), the Danish Foundation Models sentence
encoder, both trained on the Danish Gigaword
Corpus; NB-BERT-base, trained on the extensive
digital collection at the National Library of Nor-
way; and MeMo-BERT-03, which was developed
through continued pre-training of DanskBERT on
the MeMo corpus. The following provides an ex-
planation of each model used in this research.
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DanskBERT. DanskBERT,1 a top-performing
Danish language model noted for its success on
the ScandEval benchmark (Snæbjarnarson et al.,
2023), is based on the XLM-RoBERTa architec-
ture and trained on the Danish Gigaword Corpus
(Strømberg-Derczynski et al., 2021). It features 24
layers, a hidden dimension of 1024, 16 attention
heads, and a subword vocabulary of 250,000. The
model was trained with a batch size of 2,000 for
500,000 steps on 16 V100 GPUs over two weeks.

Danish Foundation Models sentence encoder.
A sentence-transformers model (Enevoldsen et al.,
2023) based on the BERT architecture, featur-
ing 24 layers, 16 attention heads, and a hid-
den size of 1024. It incorporates a dropout
rate of 0.1 for attention probabilities and hidden
states, using GELU activation and supporting up
to 512 position embeddings. With a vocabulary
size of 50,000 tokens, this model, referred to as
DFM (Large), excels in some NLP downstream
tasks such as sentiment analysis and named entity
recognition.2

MeMo-BERT-03. Developed by continuing the
pre-training of the pre-trained Transformer lan-
guage model DanskBERT (Al-Laith et al.,
2024a).3 This foundation allows MeMo-BERT-
3 to leverage extensive linguistic knowledge for
NLP tasks in historical literary Danish including
sentiment analysis and word sense disambigua-
tion. The model outperformed different models in
sentiment analysis and word sense disambiguation
tasks (Al-Laith et al., 2024a).

NB-BERT-base. A general-purpose BERT-base
model was developed using the extensive digi-
tal collection at the National Library of Norway
(Kummervold et al., 2021).4 It follows the archi-
tecture of the BERT Cased multilingual model and
has been trained on a diverse range of Norwegian
texts, encompassing both Bokmål and Nynorsk
from the past 200 years. This comprehensive
training allows the NB-BERT-base to effectively
handle a wide array of NLP tasks in Norwegian.
The model achieved the second-highest perfor-

1https://huggingface.co/vesteinn/
DanskBERT

2
https://huggingface.co/KennethEnevoldsen/

dfm-sentence-encoder-large-exp2-no-lang-align
3https://huggingface.co/MiMe-MeMo/

MeMo-BERT-03
4https://huggingface.co/NbAiLab/

nb-bert-base

Figure 1: Proportion of speech tokens, predicted
by fine-tuned DFM (Large), by publication year.

mance ranking in the Norwegian Named Entity
Recognition task compared to other models listed
on the ScandEval benchmark for Norwegian natu-
ral language understanding.

4.2 Experimental Setup

To fine-tune the models, we use a batch size of 32,
and train for 20 epochs with the AdamW optimizer
at a learning rate of 10−3, choosing the best epoch
based on validation loss. For evaluation, we em-
ploy word-level weighted average F1-score. We
select for testing the 15% of the dataset annotated
by all three experts, and randomly split the rest
such that 70% of the overall annotated dataset is
used for training and 15% for development.

4.3 Speech Classification Results

Fine-tuning results in notable performance varia-
tions, as shown in Table 3. DFM (Large) achieves
the best results, indicating strong generalization.
NB-BERT-base follows closely, but DanskBERT
and MeMo-BERT-03 perform moderately, show-
ing a notable drop from validation to test scores,
suggesting less robust generalization. As de-
scribed in §3.2, the testing set consists of segments
from the last four years of the period, while (as
described in §4.2) the validation set is randomly
sampled from the rest of the period. The testing
set therefore represents a time shift from training
and is more challenging.

5 Classifier-assisted Corpus Analysis

We use the top-performing model, DFM (Large),
to tag all unlabeled segments in the main corpus.
This results in 35% of words labeled as speech,
61% as non-speech, 2% as speech markers and
2% as speech tags. Figure 1 shows the propor-
tion of speech and non-speech labels over years,
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Validation Testing
Model F1-score F1-score Precision Recall

DanskBERT 0.82 0.71 0.71 0.72
DFM (Large) 0.94 0.89 0.89 0.90
MeMo-BERT-03 0.81 0.73 0.73 0.74
NB-BERT-base 0.93 0.87 0.87 0.87

Table 3: Fine-tuned models’ word-level results on validation and testing sets, of 15 segments each.

illustrating a decreasing trend in the proportion of
direct speech over time, with the highest point at
42% in 1874, declining to a low of 29% by 1889.5

This downward trend stands in contrast to findings
from other quantitative studies on direct speech in
novels. For example, in the study of British 19th

century novels by Menon (2019), the overall frac-
tion of dialogue across her entire corpus compares
roughly to ours (36%), but she finds no significant
change over time.

Furthermore, our findings challenge the widely
held critical assumption within literary historiog-
raphy that the use of direct speech increased with
the rise of the realist novel in the late 19th century,
as argued by Kristensen (1955), Allison (2018),
and Cohen and Green (2019). Instead, our analy-
sis seems more consistent with the argument pre-
sented by Cohn (1978) that the French naturalist
aesthetic favored free indirect speech over direct
speech, leading to a decline of the latter. This per-
spective aligns more closely with the downward
trend we observe in 19th century Scandinavian lit-
erature than with the stable levels of direct speech
that Menon (2019) reports in British novels from
the same period. In other words, based on these
quantitative analyses of direct speech, late 19th

century Scandinavian novels appear to align more
closely with conventional ideas of naturalist nar-
rative techniques than with those of more conven-
tional realist aesthetics.

6 Conclusion

We presented a dedicated dataset and methodol-
ogy for annotating direct speech in Danish and
Norwegian novels from the late 19th century, use-
ful for not only literary studies but also for lin-

5These numbers may not be perfectly accurate as they are
a result of an accurate-but-not-perfect classifier, as shown in
§4.3. Moreover, they may be more reliable for some years
than for others, but we are unable to quantify this with our
current dataset, since our testing set consists only of segments
from 1896 to 1899.

guistics by providing access to representations of
19th spoken language. By building on the MeMo
corpus, we systematically annotated typographic
markers, speech tags, and direct speech segments,
addressing the significant variation and inconsis-
tencies in typographic conventions within histor-
ical Scandinavian literature. Through our exper-
iments with multiple language models, including
Danish Foundation Models and MeMo-BERT, we
found that DFM (Large) performed best. Using it
to quantify the proportion of speech in the main
corpus, we observed a decreasing trend over time.

Future work will extend our analysis to include
other variations of speech, namely indirect dis-
course, i.e. reporting of character speech, and free
indirect discourse, namely the incorporation of a
character’s speech within the narrator’s language
(Cohen and Green, 2019). Literary-historical re-
search will examine the lexical variations of the
speech tags within the corpus to address a hypoth-
esis (Allison, 2018) that a narrative development
from “telling” to “showing” in 19th century litera-
ture is manifested in a movement towards greater
nuance and lexical variation in the speech tags.
While ‘telling’ is a narrative style, where events
are explained explicitly (e.g., ‘He was angry’),
‘showing’ uses a more detailed narrative style to
implicitly convey what is at stake in the event, as
in ‘He slammed his fist on the table and shouted
“Enough”’. The hypothesis is that this shift is
reflected in more nuanced speech tags, moving
from simple terms like ‘said’ to varied ones like
‘muttered’ or ‘snarled.’ Our code and data are
in this Github repository: https://github.
com/mime-memo/DirectSpeech.
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sion 2.0: Improved and extended annotation of
narrative and dialogue in Swedish literature. In
Proceedings of the Thirteenth Language Resources
and Evaluation Conference, pages 5324–5333, Mar-
seille, France. European Language Resources Asso-
ciation.

Enrica Troiano and Piek T.J.M. Vossen. 2024.
CLAUSE-ATLAS: A corpus of narrative informa-
tion to scale up computational literary analysis. In
Proceedings of the 2024 Joint International Con-
ference on Computational Linguistics, Language
Resources and Evaluation (LREC-COLING 2024),
pages 3283–3296, Torino, Italia. ELRA and ICCL.

Lars S. Vikør. 2022. Rettskrivingsreform
i store norske leksikon på snl.no. In
https://snl.no/rettskrivingsreform.

7

https://aclanthology.org/2020.lrec-1.103
https://aclanthology.org/2020.lrec-1.103
https://aclanthology.org/2020.lrec-1.103
https://aclanthology.org/2022.lrec-1.570
https://aclanthology.org/2022.lrec-1.570
https://aclanthology.org/2022.lrec-1.570
https://aclanthology.org/2024.lrec-main.292
https://aclanthology.org/2024.lrec-main.292
https://snl.no/rettskrivingsreform
https://snl.no/rettskrivingsreform

