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Abstract
The widespread use of social media has con-
tributed to the increase in hate speech and
offensive language, impacting people of all
ages. This issue is particularly difficult to ad-
dress when the text is in a code-mixed lan-
guage. Twitter is commonly used to express
opinions in code-mixed language. In this pa-
per, we introduce a novel Multi-Task Transfer
Learning (MTTL) framework to detect aggres-
sion and offensive language. By focusing on
the dual facets of cyberbullying, viz., aggres-
siveness and offensiveness, our model lever-
ages the MTTL approach to enhance the per-
formance of the model on the aggression and
offensive language detection. Results show
that our Multi-Task Transfer Learning (MTTL)
setup significantly enhances the performance
of state-of-the-art pretrained language models,
viz., BERT, RoBERTa, and Hing-RoBERTa for
Hindi-English code-mixed data from Twitter.

1 Introduction

Social media encompasses a variety of internet-
based applications that enable people to connect
globally and share user-generated content. Plat-
forms like Twitter and Facebook are among the
most popular applications on the internet today.
However, there has been a significant rise in bul-
lying behavior on these platforms, including snide
remarks, abusive language, personal attacks, and
even threats of rape and violence, impacting chil-
dren, individuals, and communities. This situation
underscores the need for technological advance-
ments to automatically detect offensive content
and create safer environments. Machine learning
models, leveraging recent techniques in natural
language processing, can be utilized to effectively
identify such harmful behaviors.

In countries where English is not the native lan-
guage, such as India, most social media users com-
municate using at least two languages, predomi-
nantly English and Hindi. These texts are classified

as bilingual. In a bilingual context, an entire post
may be written in the script of one language while
incorporating words from both languages, a phe-
nomenon known as code-mixed (or mixed-code)
text.

In this paper, we introduce a pioneering Multi-
Task Transfer Learning (MTTL) framework aimed
at identifying aggression and offensive language
in Hindi-English code-mixed tweets. Our method
delves into the correlation between aggression and
offensive language. As illustrated in Figure 1, it
reveals that offensive language frequently accom-
panies expressions of aggression, suggesting an
inherent connection between the two. We validate
our MTTL framework using the dataset provided
for the seventh Workshop on Online Abuse and
Harms (WOAH) (Nafis et al., 2023). Derived from
Twitter, this dataset classifies tweets based on two
primary dimensions of cyberbullying: aggressive-
ness and offensiveness. Each tweet is annotated
with the following labels.

• Aggression has been defined as any behavior
enacted with the intention of harming another
person who is motivated to avoid that harm.
This label consists of 3 sub classes:

1. (OAG) - overtly aggressive

2. (CAG) - covertly aggressive

3. (NAG) - not-aggressive

• Offensiveness has been described as any word
or string of words which has or can have a neg-
ative impact on the sense of self or well-being
of those who encounter it– that is, it makes
or can make them feel mildly or extremely
discomfited, insulted, hurt or frightened. This
label consists of 2 sub classes:

1. (OFF) - offensive

2. (NOT) - not-offensive
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• Codemixed: this label specifies weather the
tweet is codemixed or monolingual.

The key contributions of this work are the fol-
lowing:

• We have proposed a novel MTTL framework
for aggression and offensive language detec-
tion tasks. We deploy state-of-the-art pre-
trained language models viz., Hing-RoBERTa
(Nayak and Joshi, 2022), BERT (Devlin et al.,
2018), RoBERTa (Liu et al., 2019), and XLM-
RoBERTa (Conneau et al., 2019) using Multi-
Task Transfer Learning (MTTL) with the aim
of optimizing the model’s performance in
detecting aggression and offensive language
within the dataset.

• Extensive experiments were conducted on
each sub-task independently, using monolin-
gual, code-mixed, and combined texts. The
results highlight significant improvements
in detecting both tasks with the MTTL ap-
proach. Notably, MTTL-Hing-RoBERTa,
MTTL-BERT, and MTTL-RoBERTa demon-
strate superior performance across various cat-
egories, as depicted in the table 2.

The rest of the paper is organized as follows. Sec-
tion 2 presents the associated literature. Section 4
describes the proposed MTTL approach and associ-
ated loss function. Section 3 describes the dataset.
Section 5 presents the experimental setup. Section
6 elaborates the results and Section 7 concludes the
paper.

2 Related work

Previous research on aggression/hate speech de-
tection has explored various approaches. These
include a unified multi-modal deep learning ar-
chitecture that integrates Deep Pyramid CNN,
Pooled BiLSTM, and Disconnected RNN (Khan-
delwal and Kumar, 2020). Additionally, studies
have investigated the utilization of word-level se-
mantic information and sub-word knowledge to
counter character-level adversarial attacks (Mou
et al., 2020). Another approach involves a Tabnet
classifier-based model trained on features extracted
by MuRIL from transliterated code-mixed data,
which has demonstrated efficacy even with Devana-
gari text (Chopra et al., 2023). Moreover, tech-
niques such as data balancing using Generative Pre-
trained Transformer (GPT-2) have been explored

due to its contextual understanding and capability
for more realistic data generation (Shrivastava et al.,
2021).

Recent studies on offensive language detection
have explored different machine learning algo-
rithms and n-gram feature sets to identify offen-
siveness in social media messages (Pathak et al.,
2021). Additionally, researchers have combined
various multilingual transformer-based embedding
models with machine learning classifiers to detect
hate speech and offensive language in code-mixed
text in Dravidian languages (Sreelakshmi et al.,
2024). Furthermore, leveraging LSTM architec-
ture, Zypherand, openchat-3.5, along with prompt
engineering and QLoRA, has shown promising po-
tential in addressing the challenges of hate and of-
fensive comment classification (Shaik et al., 2024).

Research on Multi-Task Learning and Trans-
fer Learning has explored various methodologies.
These include proposing an unsupervised multi-
task learning network that estimates bullying like-
lihood using a Gaussian Mixture Model (Cheng
et al., 2020), utilizing cross-lingual contextual
word embeddings and transfer learning for predic-
tions in low-resource languages (Ranasinghe and
Zampieri, 2021), enhancing AraBERT with Multi-
task learning to effectively learn from limited Ara-
bic data (Djandji et al., 2020), employing Multino-
mial Naive Bayes for textual data and ResNet50 for
pictorial data, and integrating the results from both
to identify misogynistic memes (H et al., 2024).
Additionally, combining AdapterFusion with lan-
guage adapters on a multilingual Large Language
Model (LLM) has been explored for classifying
code-mixed and code-switched social media text
(Rathnayake et al., 2024). Moreover, a multi-task
model based on the shared-private scheme has been
proposed to capture both shared and task-specific
features (Kapil and Ekbal, 2020).

In this paper, we also introduce a multi-task
transfer learning approach, leveraging the intrin-
sic relationship between aggression and offensive
language.

3 Dataset and Preprocessing

The dataset (Nafis et al., 2023) consists of 10000
tweet IDs, each labeled with offensiveness la-
bels (OFF or NOT) and aggressiveness labels
(OAG,CAG,or NAG) in addition with codemixed
labels (codemixed or monolingual). We were able
to retrieve text from 8281 tweets from the tweet
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IDs provided in the dataset,the remaining tweets
were most probably deleted. We partitioned this
data randomly into an 80% training set, 10% vali-
dation set, and 10% evaluation set. Table 1 shows
the distribution of the different labels across each
data split.

Split Class OAG CAG NAG OFF NOT

Codemixed 757 882 1400 1136 1903
Train Monolingual 729 1137 1719 850 2735

Combined 1486 2019 3119 1986 4638
Codemixed 83 118 197 142 256

Validation Monolingual 90 123 217 98 332
Combined 173 241 414 240 588
Codemixed 93 118 177 140 248

Evaluation Monolingual 94 144 203 108 333
Combined 187 262 380 248 581

Table 1: Dataset distribution

Among the 8281 instances, 4368 instances are
labelled as aggressive(OAG + CAG) and 2474 in-
stances are labelled as offensive (OFF). Of the 2474
offensive instances, 2150 overlap with the aggres-
sive instances, as shown in Figure 1. The Venn di-
agram indicates that generally offensive language
is used when people are aggressive(i.e., most of
the offensive tweets are aggressive), highlighting a
strong relationship between aggression and offen-
sive language in the dataset.

Figure 1: Overlap in aggressive and offensive instances

3.1 Preprocessing

In the preprocessing phase, we masked all the
user mentions and retweet mentions with the to-
ken ’@user’ (e.g., @narendramodi → @user) to
ensure the model does not learn features based on
user-IDs. We further tokenized this data using the
tokenizer corresponding to the selected pretrained
language model to make sure the input would be
compatible with the common layers input. We pre-
cisely applied all these preprocessing steps to each
experiment conducted for both the sub tasks.

4 Proposed Model

We based our approach on the multi-task model
based on the shared-private scheme that cap-
tures the shared-features and task-specific features
(Kapil and Ekbal, 2020) and leverage the pretrained
language models that have achieved a state-of-the-
art performance in multiple Hindi-English NLP
tasks. Our best model is based on augmenting the
pretrained language model with task-specific layers
and sharing the knowledge between them through
transfer learning to achieve multi-task learning. We
chose this approach to explore the relationship be-
tween aggressiveness and offensiveness of the text,
and the results are more impressive than the mod-
els that achieved state-of-the-art performance in
detecting aggression and offensive language from
the text. 1

Figure 2: Model architecture

4.1 Multi-Task Transfer Learning (MTTL)
Multi-Task learning (MTL) is an approach in ma-
chine learning where a model is trained simulta-
neously on multiple tasks. By sharing representa-
tions between related tasks, the model can often
improve performance on individual tasks compared
to training separate models for each task. The core

1https://github.com/opius005/Aggression-and-Offensive-
Language-Detection
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idea is that learning to perform multiple related
tasks can help a model generalize better because it
captures commonalities and differences among the
tasks. Transfer Learning (TL) is a technique where
a model developed for a particular task is reused
as the starting point for a model on a second task.
It leverages the knowledge gained while solving
one problem and applies it to a different but related
problem. The key idea behind Multi-Task Trans-
fer Learning (MTTL) is to combine the ideas of
multi-task learning and transfer learning. This ap-
proach transfers the knowledge learned from mul-
tiple source tasks to improve learning for one or
more target tasks. The aim is to leverage the shared
information between the tasks to enhance the learn-
ing efficiency and performance of the target tasks.
In our case, we have two sub-tasks, Aggressive-
ness and Offensiveness of the text; we employ the
MTTL approach to augment the pretrained lan-
guage model such that it can learn both tasks simul-
taneously, and we mainly focus on optimizing the
performance of the model on both tasks by sharing
the task-specific knowledge. Our MTTL model
architecture consists of two components, as can be
seen in Figure 2.

1. Common Layers: These layers include the pre-
trained language model, which is fine-tuned
based on the combined weighted loss of both
tasks to extract general features representing
shared information between the tasks.

2. Task-Specific Layers: These layers consist of
task-specific hidden layers and classification
heads, designed to capture unique features for
each task. They are fine-tuned based on the
individual loss associated with each specific
task.

From Figure 1, we can see that the number of
aggression instances is almost the same as the com-
bined task instances, while the number of offensive
instances is nearly half of the combined task in-
stances. This explains why adding task-specific
hidden layers to the offensive task model helps
capture task-specific features effectively, whereas
adding such layers to the aggression task model
leads to overfitting.

4.2 Loss Function
We need two different loss functions to efficiently
tune the task specific layers and common layers to
capture task specific features and common features
respectively.

4.2.1 Individual Loss Function:
Cross-entropy loss is useful in classification tasks,
weighted cross-entropy loss is an extension of the
standard cross-entropy loss that applies different
weights to different classes. This is particularly
useful in scenarios where the class distribution is
imbalanced, allowing the model to pay more atten-
tion to underrepresented classes. The mathematical
formulation of weighted cross-entropy loss of a
class i with weight Wi is given in Equation 1, the
weight vector Wi is given in Equation 2.

Ltask(xi) = −Wilog

(
exp(xi)∑
j exp(xi)

)
(1)

Wi =
N◦samples

N◦classes× Counti
(2)

4.2.2 Overall Loss Function:
After deriving the individual losses of each task, we
defined a custom loss function to compute the over-
all loss as weighted sum of the individual losses
Lagg(loss of aggression task) and Loff (loss of of-
fensive task) with parameter wl ∈ (0, 1).

Loss(xi) = [wl × Lagg(xi)]+[(1−wl)×Loff (xi)]
(3)

By adjusting the parameter wl, we can direct the
model to prioritize learning a specific task. Since
our primary focus is on optimizing the model to
detect offensiveness in the text, we will set the
value of wl accordingly.

5 Experimental Setup

We fine-tune the two tasks using the following pre-
trained language models: BERT (Devlin et al.,
2018), RoBERTa (Liu et al., 2019) which are
trained on English data, XLM-RoBERTa (Conneau
et al., 2019) which is trained over multilingual data,
Hing-RoBERTa (Nayak and Joshi, 2022) a multi-
lingual language model specifically built for Hindi-
English code-mixed language as seen in the Indian
context. These are the state-of-the-art models cho-
sen by the authors of the dataset to evaluate their
dataset.

We perform the experiments using the Hugging-
face Transformers library (Wolf et al., 2020). We
monitor the validation set’s macro-F1 scores to find
the best hyper-parameter values, using the follow-
ing range of values for selecting the best hyper-
parameter:
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Offensive Language Detection Aggression Detection

MODEL Combined Codemixed Monolingual Combined Codemixed Monolingual

BERTbase 75.63 75.77 71.61 57.95 52.29 50.36
MTTL-BERTbase 79.03(+3.40) 80.78(+5.01) 79.29(+7.68) 64.10(+6.15) 63.32(+11.03) 61.48(+11.12)

RoBERTabase 76.31 77.66 67.30 60.70 62.44 60.65
MTTL-RoBERTabase 79.08(+2.77) 79.15(+1.49) 76.63(+9.33) 63.76(+3.06) 64.60(+2.16) 64.68(+4.03)
XLM-Rbase 76.38 77.91 74.21 60.58 61.25 47.51
MTTL-XLM-Rbase 76.45(+0.07) 73.61(-4.30) 74.91(+0.70) 64.29(+3.71) 62.07(+0.82) 60.44(+12.93)

Hing-RoBERTa 78.61 77.45 70.92 64.85 61.88 57.77
MTTL-Hing-RoBERTa 82.03(+3.42) 81.61(+4.16) 76.02(+5.10) 67.01(+2.16) 69.10(+7.22) 63.99(+6.22)

Table 2: Macro F1-scores obtained from pretrained language models on the dataset and the models augmented with
MTTL approach are represented with ’MTTL’ as the prefix. The values inside (.) represent the change in Macro-F1
score and the values in bold highlight represent the best-performing language model on each category of the dataset.

• wl: [0.3, 0.4, 0.5, 0.6, 0.7, 0.8]

• No. of task specific hidden layers: [1, 2, 3, 4]

• Batch size: [4, 8, 16, 32]

• Learning rate: [1e-6, 2e-5, 2e-6, 5e-5, 5e-6]

• Number of training epochs: [2, 3, 4]

6 Results

The individual performance of these models on
the two tasks, corresponding with codemixed
(Hindi+English), monolingual (only English), and
combined data (codemixed+monolingual) as input
is shown in Table 2 with Macro-F1 as the metric.
The performance of the pretrained language models
fine-tuned with the MTTL approach is represented
with ‘MTTL’ as the prefix is also shown in Table 2.
We only show the results of our best MTTL model
on the evaluation set in Table 2. We observed that
the MTTL approach shows consistent improvement
in almost all cases with MTTL-Hing-RoBERTa
outperforming other models with Macro-F1 scores
of 82.03%, 81.61% and 76.02% with an improve-
ment of 3.42%, 4.16% and 5.10% respectively on
combined, codemixed and monolingual data on
offensive language detection and 67.01%, 69.10%
and 63.99% with an improvement of 2.16%, 7.22%
and 6.22% respectively on combined, codemixed
and monolingual data on aggression detection. The
results show that not only Hing-RoBERTa but also
BERT-base, RoBERTa-base, and XLM-RoBERTa-
base models show significant improvements in their
performance with the MTTL approach.

6.1 Parameter Analysis
The parameter wl plays a significant role in the
model’s performance on each task. The optimal

performance of the MTTL model on the aggression
task is observed when 0.5 < wl < 1, and on the
offensive task, is observed when 0 < wl < 0.5 be-
cause the value of the wl is indirectly the proportion
of importance given to specific task. Note when
the value of wl is not optimal at the extreme value
(i.e, 0 and 1) because the model completely learns
only one task, nullifying the MTTL effect. We have
only shown the results of our best MTTL model
on each task with wl tuned for that specific task
in the given range. We explored the use of differ-
ent numbers of task-specific hidden layers for each
independent task to enhance the learning of task-
specific features. However, we found that adding
these layers to the aggression task led to overfitting
on this dataset. Note that we are proposing to not to
add any aggression task-specific layers to mitigate
the overfitting issues for the given dataset. The
model may perform better with task-specific layers
for each task on other datasets depending on the
dataset’s class distribution.

7 Conclusion

Cyberbullying on social media platforms is a sig-
nificant issue affecting many individuals, with the
diverse languages and dialects in India posing a
substantial challenge for automated offensive lan-
guage detection systems. In this paper, we propose
a Multi-Task Transfer Learning (MTTL) frame-
work enhanced with pretrained language models
like Hing-RoBERTa to efficiently learn multiple
tasks and improve performance in detecting ag-
gression and offensive language in Hindi-English
code-mixed text. We explored the use of individual
weighted loss functions for training task-specific
layers and a custom overall loss function for train-
ing common layers. Our results demonstrate signif-
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icant improvements with the MTTL approach over
single-task learning across various pretrained lan-
guage models, including Hing-RoBERTa, BERT,
RoBERTa, and XLM-RoBERTa. Notably, MTTL-
Hing-RoBERTa outperformed other models on non-
monolingual data, while MTTL-BERT and MTTL-
RoBERTa showed the best performance on mono-
lingual data.

Limitations

The dataset primarily focuses on Hindi-English
code-mixed tweets. While this is appropriate for
the specific application, it limits the generalizabil-
ity of the findings to other code-mixed languages or
purely monolingual datasets. The proposed frame-
work relies on pretrained language models such
as BERT, RoBERTa, XLM-RoBERTa, and Hing-
RoBERTa. These models may carry inherent bi-
ases or limitations from their original training data,
which could influence their ability to accurately
classify aggression and offensive language in a di-
verse range of contexts.
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