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Abstract

In this paper, we introduce ExMute, an ex-
tended dataset for classifying hateful memes
that incorporates critical contextual informa-
tion, addressing a significant gap in existing
resources. Building on a previous dataset of
4,158 memes without contextual annotations,
ExMute expands the collection by adding 2,041
new memes and providing comprehensive an-
notations for all 6,199 memes. Each meme
is systematically labeled across six defined
contexts—religion, politics, celebrity, male,
female, and others—with language markers
indicating code-mixing, code-switching, and
Bengali captions, enhancing its value for lin-
guistic and cultural research while facilitat-
ing a nuanced understanding of meme con-
tent and intent. To evaluate ExMute, we ap-
ply state-of-the-art textual, visual, and mul-
timodal approaches, leveraging models in-
cluding BanglaBERT, Visual Geometry Group
(VGG), Inception, ResNet, and Vision Trans-
former (ViT). Our experiments show that our
custom LSTM attention-based textual model
achieves an accuracy of 0.60, while VGG-
based visual models reach up to 0.63. Mul-
timodal models, which combine visual and
textual features, consistently achieve accu-
racy scores of around 0.64, demonstrating the
dataset’s robustness for advancing multimodal
classification tasks. ExMute establishes a valu-
able benchmark for future NLP research, partic-
ularly in low-resource language settings, high-
lighting the importance of context-aware label-
ing in improving classification accuracy and
reducing bias.

1 Introduction

The exponential growth of social media platforms
such as Facebook, TikTok, Reddit, and Instagram
has paralleled the expansion of the internet, trans-
forming them into powerful tools for express-
ing opinions on politics, business, entertainment,
and current events (Oldenbourg, 2024). However,

Figure 1: Category - Hateful, Context: Religion

this increased connectivity has also boosted the
spread of offensive content targeting individuals or
groups based on race, religion, and sexual orien-
tation. The rise of this toxic content poses signif-
icant challenges, particularly in the form of hate-
ful memes—visual and textual media repurposed
to convey cultural, social, or political views with
a mask of humor (Mukhtar et al., 2024). While
memes often serve as light-hearted content, they
can also propagate harmful and prejudiced mes-
sages, exacerbating issues such as cyberbullying,
harassment, and societal discord (Sambasivan et al.,
2019; Romim et al., 2021b).

In recent years, the popularity of multimodal
memes has surged as an effective means of com-
munication in this era of digital interconnectivity
(Abdullakutty and Naseem, 2024). However, iden-
tifying and mitigating the spread of such harmful
content remains a significant challenge due to the
sheer scale of online platforms and the complexity
of multimodal content. Significant progress has
been achieved in detecting hateful memes in En-
glish, with several studies and resources available
(Waseem and Hovy, 2016; Davidson et al., 2017).
In Bangla, however, existing work focuses primar-
ily on text-based hate speech detection (Al Maruf
et al., 2024; Romim et al., 2022; Das et al., 2021;
Romim et al., 2021a), leaving hateful meme detec-
tion largely unexplored. This gap underscores the
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need for comprehensive multimodal approaches in
Bangla. In addition, these advancements have yet
to be equally replicated in low-resource languages,
particularly Bangla, code-switch (Bangla dialects
in English script), and code-mix (Bangla and En-
glish) languages. This is noteworthy given that
Bangla is the fifth most spoken language world-
wide, with over 230 million speakers, including
approximately 100 million in Bangladesh and 85
million in India. (Karim et al., 2022).

Despite the rising use of memes in Bengali due
to the increasing number of social media users in
Bangladesh, there has been limited research fo-
cused on the identification and contextual analy-
sis of hate speech in this language (Hossain et al.,
2022a,b). Furthermore, existing studies often lack
detailed categorization based on different contexts
or target audiences (Figure 1). We introduce Ex-
Mute, an extended dataset for classifying Bangla
hateful memes across various social media plat-
forms to address this gap. Our work also includes
categorizing the data into six distinct contexts: reli-
gion, politics, celebrity, male, female, and others,
providing an enriched framework for nuanced hate-
ful meme analysis. The overall contribution of our
paper:

• Curated a human-annotated multimodal hate-
ful memes dataset enriched with six contexts:
religious, celebrity, political, male, female,
and others.

• Annotated 6,199 memes as hateful or non-
hateful, with context labels, using a detailed
guideline for Bangla, code-mixed, and code-
switched captions.

• Established baselines by extensively testing
various textual and visual models, including
a custom LSTM with attention, Vision Trans-
former, and Bangla BERT.

• Released code and data publicly to support
further research in this area.

2 ExMute: An Extended Dataset

We extended the Mute Hossain et al. (2022b)
which consisted of 4,158 labeled memes, and added
an additional amount of 2,041 memes along with
code mix, code switch, and Banglish captions. For
data collection, we followed the approaches shown
in these two studies Hossain et al. (2022b) and
Kiela et al. (2020).

class train test valid total
hateful 540 684 925 2149

non-hateful 1943 1182 924 4050

Table 1: Number of instances in train, test, and valida-
tion sets for each class.

2.1 Data Collection
We collected memes and texts containing common
slurs and terms from Facebook, Reddit, and Insta-
gram. We searched for these using keywords like
"Bangla Memes," "Bangla Troll Memes," etc., on
platforms like Wittigenz and Halal Meme posting.
During data collection, we exclude some irrelevant
memes by considering the rules stated by Praman-
ick et al. (2021). The criteria for discarding data are
(i) memes containing only unimodal data (only text
or image) and (ii) memes whose textual or visual
information is unclear. We collected 2,098 memes,
and through this filtering process, 57 memes were
removed from newly collected data. Afterward,
we manually extracted captions from the memes,
as Bengali lacks a standardized OCR system, and
provided them to annotators for labeling with cor-
responding memes.

During data collection, memes were sourced
from 15 different contexts, such as racial, misog-
ynist, geopolitical, sports, and so on. Emphasis
was placed on the frequency of instances across
these contexts, with male, female, political, reli-
gious, celebrity, and other categories emerging as
the most prominent.

2.2 Dataset Annotation
To establish clear annotation guidelines, we fol-
lowed the approach of prior studies Kiela et al.
(2020), Islam et al. (2022), and Perifanos and Gout-
sos (2021) and defined hateful and non-hateful in
the following ways:

• Hateful: Targets an entity based on its gender,
race, religion, caste, or organizational status
and intends to vilify, denigrate, and mock.

• Non-hateful: Expresses positive feelings
such as affection, gratitude, support, and mo-
tivation, whether openly or implicitly.

We also determined the contexts of the memes,
hateful or not, by observing the captions and visual
characteristics in the following way:

• Male: Clearly indicates a male context.
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Name context-wise Percentage
Political 149 49.83
Religious 293 32.89
Female 677 61.15
Male 772 36.01

Celebrity 870 40.23
Others 3438 26.53

Table 2: Context-wise distribution of hate-non-hate
memes and percentage of hateful memes

• Female: Clearly indicates a female context.

• Religious: Refers to an individual or group
based on religious beliefs.

• Political: Refers to an individual or group
based on political beliefs.

• Celebrity: Refers to a celebrity.

• Others: Does not fit into any of the above
categories.

Initially, we hired undergraduate students from
different faculties, aged 24-26, with 50% female,
and provided training using sample memes. We
use five annotators for each instance, which are
annotated independently. The final label was as-
signed based on consensus, with a linguistic ex-
pert verifying the labels. For instances with unre-
solved disagreements, we sought expert adjudica-
tion. Annotators were instructed to follow label
definitions and guidelines closely and to document
their reasoning for each annotation. This documen-
tation helped the expert make informed decisions
in cases of conflict. Compensation for annotators
was provided according to the university research
ethics board’s standard local rate, and they were en-
couraged to pace their work, taking regular breaks
to avoid prolonged sessions and negative mental
health impacts of annotators Ybarra et al. (2006),
Levin (2017).

3 Dataset Statistics

Our final dataset comprises a total of 6,199 in-
stances. The dataset displays an imbalanced dis-
tribution, with the ’Non-Hate’ class representing
about 65% of the dataset, as shown in Table 1.
Additionally, Table 2 provides a breakdown of in-
stances by context. Notably, the "Others" category
has a disproportionately high number of instances
compared to other contexts, as annotators often

Characteristics Hateful Non-hateful
#Code-Mix Cap 588 1088

#Code-Switch Cap 58 119
#Bangla Cap 223 396

#Words 29245 50215
#Unique Words 9251 13223

Max Caption length 186 241
Avg #Words/Cap 13.6 12.3

Table 3: Distribution of data across various character-
istics related to meme captions. Here, cap represents
caption

placed memes here when they didn’t clearly fit any
other context.

From Table 2, it is evident that memes target-
ing females are overrepresented in gender-based
contexts. Common Bangla words, such as "Aaim,
na, Aamar, ik," appear frequently across all contexts.
Words like "girl" are common in female-targeted
memes, while terms like "ramadan" and "namaj" are
primarily associated with religious memes. Fig-
ure 2 and Figure 3 further illustrate caption char-
acteristics. Figure 2 shows the number of captions
across different contexts based on caption length,
providing insights into how caption length varies
contextually. Figure 3 displays the distribution of
caption lengths between hate and non-hate cate-
gories, highlighting any notable differences in cap-
tion length within each category. For training and
evaluation, we divided the dataset into three parts:
80% for training, 10% for testing, and 10% for val-
idation. The class distribution across these subsets
is presented in Table 1.

4 Methodology

In this section, we outline the methods used to
develop benchmark models for detecting hate-
ful memes through unimodal and multimodal ap-
proaches, utilizing both visual and textual features.

4.1 Data Cleaning and Preprocessing
Initially, HTML tags and URLs were removed from
the text captions, followed by the elimination of
newline characters to normalize the text layout into
a cohesive string. Punctuation marks and special
characters were subsequently filtered out to sim-
plify the textual data further.

For compatibility with deep learning architec-
tures, particularly DNN and transformer-based
models, the cleaned text was tokenized at the word
level using the Keras tokenizer. This step involved
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Figure 2: Number of captions according to the length
of the captions in different contexts

mapping each unique word to a corresponding in-
teger index, effectively converting the text into a
numerical vector representation. To ensure consis-
tent input dimensions across samples, sequences
were padded to a maximum length of 50, a neces-
sary step for deep learning models requiring fixed-
length input.

For the visual modality, the images were resized
to a uniform dimension of 150×150×3, preserving
their three-channel (RGB) format. Keras image pre-
processing functions were employed to standardize
the image data and enhance its compatibility with
convolutional neural networks (CNNs). This re-
sizing and adjustment ensured uniformity in input
data and facilitated effective model training.

4.2 Textual Model

For text-based hateful memes analysis, various
deep learning models are employed, including BiL-
STM + CNN (Sharif et al., 2020), BiLSTM + At-
tention (Zhang et al., 2018), and Transformers
(Vaswani, 2017). Additionally, we developed a
custom LSTM model with an attention mechanism
to enhance performance.

Initially, the word embedding vectors (Mikolov,
2013) are fed into a BiLSTM layer of 64 hidden
units. Then a convolution layer with 32 filters with
a kernel size of two is added, followed by a max-
pooling layer to extract the significant contextual
features. Then, a sigmoid layer is used for classifi-
cation. Finally, the output of the BiLSTM network
provides contextual information for the overall text.

Also, we used the additive attention mechanism
introduced by Bahdanau (2014) to analyze the rep-
resentations of individual words in the BiLSTM
cell. The CNN is replaced with an attention layer.
The attention layer prioritizes significant words to
infer a specific class.

Our custom LSTM model integrates an atten-

Figure 3: Number of captions according to the length
of the captions of hate-nonhate

tion mechanism to enhance performance and in-
terpretability. The attention layer computes scores
by combining features and hidden states, normaliz-
ing them using softmax. A context vector is then
derived as a weighted sum of the features. The
input sequence is embedded and processed through
a bidirectional LSTM, capturing both forward and
backward contextual information by concatenating
hidden and cell states. The attention layer applies
to the LSTM output, producing context vectors
and attention weights. The final output layer uses
a sigmoid activation function, suitable for binary
classification tasks.

4.3 Visual Model

For the visual models, we used advanced archi-
tectures, including VGG19, VGG16,(Simonyan
and Zisserman, 2014), ResNet50(He et al., 2016),
and Vision Transformer(ViT).(Dosovitskiy, 2020).
Specifically, VGG19, VGG16, and ResNet50 were
fine-tuned on the MUTE dataset through trans-
fer learning. For hate-non-hate classification, the
upper layers of these models were frozen, utiliz-
ing weights pre-trained on ImageNet (Deng et al.,
2009) for 1000 classes, and the top layers were
replaced with a sigmoid layer to enable binary clas-
sification.

4.4 Multimodal Model

Recent studies, including Hori et al. (2017), Yang
et al. (2019), and Alam et al. (2021), indicate that
combining visual and textual data improves per-
formance in complex NLP tasks. For multimodal
feature representation, we applied a feature fusion
approach Nojavanasghari et al. (2016), integrating
both visual and textual models such as Bangla-
BERT(Sarker, 2020; Bhattacharjee et al., 2022).
We added a dense layer with 100 neurons to each
modality, then concatenated their outputs to cre-
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ate a unified feature representation, followed by a
dense layer with 32 neurons and a sigmoid layer
for classification. We used Bangla-BERT (Sarker,
2020) for text encoding, generating input IDs and
attention masks for captions with a maximum se-
quence length of 50. For the Vision Transformer,
we employed ViT_b16 (Ghiasi et al., 2022) with
pre-trained weights and resized images to 224 ×
224 pixels. The ViT model processes images, and
Bangla-BERT processes text, with their outputs
fused into a joint feature space. A sigmoid activa-
tion at the final output provides binary classifica-
tion.

5 Benchmark Evaluation and Discussion

Table 4 summarizes the performance of textual,
visual, and multimodal models in terms of accu-
racy, precision, and F1 score. For textual models,
BiLSTM + Attention performs poorly (F1 = 0.19),
while LSTM + Attention achieves the best results
(F1 = 0.60). BiLSTM + CNN (F1 = 0.58) improves
performance by leveraging convolutional layers,
and BanglaBERT performs similarly (F1 = 0.56),
benefiting from pre-trained embeddings.

For the visual-only models, InceptionResNetV2,
ResNet-50, and NASNet achieve moderate perfor-
mance (F1 ranges from 0.34 to 0.50), suggesting
room for improvement in extracting meaningful
visual features. InceptionV3 and VGG16 both per-
form slightly better, with VGG16 showing more
consistency across metrics. Similarly, among the
models with PA (Positional Attention), ResNet-50
achieves slightly higher and more consistent per-
formance compared to VGG16. ViT and Inception-
ResNetV2 + PA both achieve the highest accuracy
of 0.63.

Interestingly, combining modalities did not im-
prove results significantly; most multimodal mod-
els achieve similar F1 scores, showing limited
gain from integrating visual and textual features.
VGG19 + SBB shows the best balance across met-
rics, with an accuracy of 0.64 and an F1-Score
of 0.49, highlighting its potential for multimodal
tasks. VGG16 (Att) + SBB achieves comparable
performance to other multimodal configurations
(F1 = 0.49), though attention did not significantly
improve results. These findings suggest that further
refinement in model architecture or additional data
may be necessary to leverage multimodal features
effectively for hate detection in Bangla memes.

App. Model A P F1

Tex.

Bi-LSTM + Attention 0.36 0.13 0.19

Bi-LSTM + CNN 0.57 0.59 0.58

Bangla BERT 0.58 0.56 0.56

LSTM + Attention 0.60 0.59 0.60

Vis.

InceptionResNetV2 0.41 0.57 0.34

ResNet-50 0.49 0.56 0.49

NASNet 0.49 0.56 0.50

InceptionV3 + PA 0.49 0.54 0.49

VGG16 0.52 0.54 0.53

InceptionV3 0.54 0.53 0.54

ResNet-50 + PA 0.59 0.57 0.58

VGG16 + PA 0.59 0.55 0.55

NASNet + PA 0.63 0.40 0.49

InceptionResnet50V2 + PA 0.63 0.40 0.49

VIT 0.63 0.40 0.49

MultiM.

VIT + SBB 0.63 0.40 0.49

VGG19 + SBB 0.64 0.49 0.49

VGG16 + SBB 0.63 0.40 0.49

VGG16 + BBB 0.63 0.40 0.49

VGG19 + BBB 0.63 0.40 0.49

VGG16(Att) + SBB 0.64 0.40 0.49

Table 4: Performance of the models on the Ex-Mute
dataset. Here, A, P, and F1 represent accuracy, precision,
and weighted F1 scores. SBB: SagorSarker Bangla
BERT, BBB: BUET Bangla BERT, Tex: Textual, Vis:
Visual, MultiM: MultiModal

6 Conclusion

In this paper, we introduced ExMute, a multi-
modal dataset enriched with contextual informa-
tion to support the detection of hateful memes in
Bangla, code-switched, and code-mixed captions.
Our findings indicate that textual models outper-
form visual-only models; however, combining vi-
sual and textual features yields the most accurate
results, demonstrating the strength of multimodal
analysis for identifying hateful content. We ob-
served that model performance can be affected by
class imbalance, leading to a bias toward certain
classes. To address this, future work will focus
on expanding the dataset and exploring advanced
computational methods to reduce bias. Addition-
ally, we plan to improve accuracy and incorporate
context prediction through Generative AI, CLIP
architecture, and comprehensive ablation studies,
enhancing the model’s interpretability and effec-
tiveness in real-world applications.
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