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Abstract
To perform well on a machine reading compre-
hension (MRC) task, machine readers usually
require commonsense knowledge that is not
explicitly mentioned in the given documents.
This paper aims to extract a new kind of struc-
tured knowledge from scripts and use it to im-
prove MRC. We focus on scripts as they con-
tain rich verbal and nonverbal messages, and
two relevant messages originally conveyed by
different modalities during a short time period
may serve as arguments of a piece of com-
monsense knowledge as they function together
in daily communications. To save human ef-
forts to name relations, we propose to repre-
sent relations implicitly by situating such an
argument pair in a context and call it contextu-
alized knowledge.

To use the extracted knowledge to improve
MRC, we compare several fine-tuning strate-
gies to use the weakly-labeled MRC data con-
structed based on contextualized knowledge
and further design a teacher-student paradigm
with multiple teachers to facilitate the trans-
fer of knowledge in weakly-labeled MRC data.
Experimental results show that our paradigm
outperforms other methods that use weakly-
labeled data and improves a state-of-the-art
baseline by 4.3% in accuracy on a Chinese
multiple-choice MRC dataset C3, wherein
most of the questions require unstated prior
knowledge. We also seek to transfer the
knowledge to other tasks by simply adapting
the resulting student reader, yielding a 2.9%
improvement in F1 on a relation extraction
dataset DialogRE, demonstrating the poten-
tial usefulness of the knowledge for non-MRC
tasks that require document comprehension.

1 Introduction

Given a question and a document, machine read-
ing comprehension (MRC) tasks usually aim to

†Work was conducted when K. S. was an intern at the
Tencent AI Lab, Bellevue, WA. Equal contribution.

select the correct answer option(s) from all op-
tions (Richardson et al., 2013; Lai et al., 2017)
or extract a span as the answer from the docu-
ment (Hermann et al., 2015; Rajpurkar et al., 2016).
For many MRC tasks, which are mostly in multiple-
choice formats, machine readers require extensive
general world knowledge unstated in the given doc-
uments to perform well on tasks. Recent stud-
ies have showed the usefulness of other human-
annotated MRC datasets (Chung et al., 2018) or
data from relevant tasks such as natural language
inference (Yin et al., 2021). There is also a trend
towards taking advantage of existing crowdsourced
general world knowledge graphs such as Con-
ceptNet (Speer et al., 2017) or automatically con-
structed graphs (Zhang et al., 2020) to improve
MRC tasks (Mostafazadeh et al., 2016; Ostermann
et al., 2018; Sun et al., 2019a; Huang et al., 2019).

However, most progress has been limited to En-
glish, and it is expensive, time-consuming, labori-
ous, and error-prone to construct clean, large-scale
datasets of MRC-related tasks or general world
knowledge graphs, which are not always available
even for high-resource languages such as Chinese.
This paper aims to extract a new kind of structured
general world knowledge from external unstruc-
tured Chinese corpora, which is seldom studied,
and investigate the use of the knowledge-based
augmented data to improve MRC.

Typically, each piece of general world knowl-
edge is represented as a triple that contains two
phrases (e.g., (“finding a lost item”, “happiness”)
and the relation (e.g., CAUSES) between phrases,
which can be one of a small pre-defined set of re-
lations (Tandon et al., 2014). However, naming
relations often requires substantial human efforts
(e.g., guidelines, annotations, or relation-specific
patterns), and it is also unclear whether we need
to explicitly represent relations if the final goal is
to improve downstream tasks that do not directly
depend on the reliability of relations in triples from
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other sources. Once we have decided not to name
relations, one natural question is whether we could
implicitly represent relations between two phrases.
We suggest that adding context in which the phrases
occur may be useful as such a context constrains
the possible relations between phrases without in-
tervening in the relations explicitly (Brézillon et al.,
1998). Hereafter, we call a triple that contains a
phrase pair and its associated context as a piece of
contextualized knowledge for convenience.

Besides verbal information that is written or spo-
ken, it is well accepted that nonverbal informa-
tion is also essential for face-to-face communica-
tion (Jones and LeBaron, 2002). We regard related
verbal and nonverbal information as the phrase pair;
we treat the context in which the verbal-nonverbal
pair occurs as the context. Such triples contain
rich commonsense knowledge as verbal and non-
verbal information function together in communi-
cations, and this kind of knowledge is assumed
to be known by most people without being for-
mally taught, just as commonsense knowledge. For
example, as shown in Table 1, the pause in “I’m
going......to his house.” is related to “thinking”, the
internal state of the speaker. We suggest film and
television show scripts are good source corpora
for extracting contextualized knowledge as they
contain rich strongly interrelated verbal (e.g., utter-
ances of speakers) and nonverbal information (e.g.,
body movements, vocal tones, or facial expressions
of speakers), which is originally conveyed in dif-
ferent modalities within a short time period and
can be easily extracted from the scripts. Further-
more, a script usually contains multiple scenes,
and the entire text of the scene from which the
verbal-nonverbal pair is extracted can serve as the
context. According to the relative position of a
verbal-nonverbal pair in a scene, we create four
types of simple lexical patterns to extract contextu-
alized verbal-nonverbal knowledge (Section 2).

To use contextualized knowledge to improve
MRC, we randomly select nonverbal messages
from the same script as distractors to convert each
piece of knowledge into a weakly-labeled MRC in-
stance (Section 3). We explore different two-stage
fine-tuning strategies to use the weakly-labeled
MRC data: for example, we first train a model on
the combination of the weakly-labeled data and the
target MRC data that is human-annotated but small-
scale, and then, we fine-tune the resulting model on
the target data (Section 4). However, we observe

that increasing the amounts of weakly-labeled data
does not lead to noticeable gains than using one sub-
set of the data. Inspired by teacher-student studies
that facilitate the transfer of clean knowledge (Li
et al., 2014; Hinton et al., 2015; You et al., 2019),
we further design a teacher-student paradigm with
multiple teachers, each trained with a subset of the
hard-labeled, weakly-labeled data, and we feed
soft-labeled, weakly-labeled/clean data to a student
in a two-stage fashion, similar to the two-stage
fine-tuning strategy mentioned earlier (Section 5).

We evaluate our method on C3, a representative
multiple-choice general-domain MRC dataset for
Chinese wherein most questions require common-
sense knowledge beyond the given contents (Sun
et al., 2020). To date, C3 is the only public Chi-
nese dataset of this task. Experimental results show
that our multi-teacher paradigm leads to +4.3%
in accuracy over a state-of-the-art baseline (Cui
et al., 2020) and also outperforms other methods
such as pre-training upon all scripts and hard-label
fine-tuning that uses the same structured knowl-
edge. Also, under the same framework, construct-
ing weakly-labeled MRC data based on verbal-
nonverbal knowledge leads to bigger gains com-
pared to other strong data augmentation strategies
(and some are even based on human-annotated com-
monsense knowledge graphs (Speer et al., 2017)).
Finally, we seek to transfer the knowledge to help
other tasks by adapting the final student MRC
model, yielding +2.9% in F1 on the Chinese set of
a document-level relation extraction dataset Dialo-
gRE (Yu et al., 2020) over competitive baselines.

The main contributions are as follows: (i) we
suggest that scripts can be a good resource for
extracting rich contextualized verbal-nonverbal
knowledge with minimal supervision; (ii) we ex-
plore and compare several fine-tuning strategies
to use weakly-labeled data based on the extracted
knowledge and further propose a teacher-student
paradigm with multiple teachers to better learn
from large-scale weakly-labeled data; and (iii)
our empirical results demonstrate the effectiveness
of the multi-teacher paradigm and the usefulness
of contextualized verbal-nonverbal knowledge for
MRC tasks that require commonsense knowledge.

2 Contextualized Knowledge Extraction

Understanding the interactions between verbal and
nonverbal information in communications requires
prior knowledge, and this knowledge is assumed

8737



Scene 1

2 Interior. Runaway office. Day.
Andy: I tried to ask her, but...
Emily: You never ask Miranda. Anything. (sighs) All right, I’ll take care of the other stuff. You go to

Calvin Klein.
Andy: Me?
Emily: I’m sorry. Do you have a prior commitment? Is there some hideous pants convention?
Andy: So I just, what, go down to the Calvin Klein store and ask them...
3 Emily rolls her eyes so hard they almost eject from her head.
Emily: You’re not going to the store.
Andy: Of course not. I’m going...(thinking)...to his house.
Emily (oh god): You are catching on quickly. We always send assistants to a designer’s home on their very first

day. You’re going to his showroom. I’ll give you the address.
Andy: Sorry. Got it. What’s the nearest subway stop?
Emily: Good God. You do not. Under any circumstances. Take public transportation.
Andy: I don’t?

pattern type nonverbal verbal

Bc oh god Emily: You are catching on [. . .] I’ll give you the address.
I sighs Emily: You never ask Miranda. Anything. All right [. . .] Klein.
I thinking Andy: Of course not. I’m going......to his house.
O Emily rolls her eyes so hard Andy: So I just, what, go down to the

they almost eject from her head. Calvin Klein store and ask them...

Table 1: A sample scene in a script and examples of extracted verbal-nonverbal pairs from this scene (all translated
into English; [. . .]: words omitted; 2: scene heading; 3: action line). The scene is the context of all pairs.

to be known by most people without being taught,
just as commonsense knowledge. We propose to
use interrelated verbal and nonverbal information
as phrases in the classical triple-style knowledge
representation and situate them in a context. For-
mally, we call a triple (v, c, n) as a piece of contex-
tualized knowledge, containing a pair of related
verbal information v and nonverbal information n,
and the associated context c. We choose to extract
contextualized knowledge from film and television
show scripts as plentiful verbal and nonverbal mes-
sages frequently co-occur in scripts, and they can
be easily separated. Scenes in a script are delim-
ited by blank lines. Based on the relative position
of verbal and nonverbal information (intra-turn or
cross-turn), we extract four subsets of contextual-
ized knowledge (Bc, Bn, I, and O):

• Beginning: The nonverbal information n ap-
pears after a speaker name and before the
speaker’s utterance. We regard the speaker
name and the corresponding utterance as v.

◦ Clean (Bc): We only extract nonverbal
information n within parentheses.
◦ Noisy (Bn): The first span of a turn, fol-

lowed by a colon, can also contain both a
speaker name and nonverbal information
about this speaker. For example, from

“Xiaocong Le took the cup of hot water:
‘Thank you!’ ”, “Xiaocong Le” will be
recognized as the speaker name; “took
the cup of hot water” will be treated as n.
We roughly regard a phrase as a speaker

name if it appears in the first span of
other turns in the same scene.

• Inside (I): We only extract nonverbal informa-
tion n enclosed in parentheses, which appears
within an utterance. All the information in the
same turn except n is treated as v.

• Outside (O): Here n is an action line that
mainly describes what can be seen or heard
by the audience, marked by 3 in Table 1. We
regard the turn (if it exists) before the action
line as its corresponding v.

We do not extract phrases in parentheses or ac-
tion lines as nonverbal information if they are termi-
nologies for script writing such as “O.S.", “V.O."

“CONT’D”, “beat”, “jump cut", and “fade in”.1 All
contextualized knowledge triples extracted from a
scene share the same context c, i.e., the scene it-
self. We do not exploit scene headings (e.g., when
and where a scene takes place) (marked by 2 in
Table 1), as they are intentionally designed to cover
the content of a whole scene, which is already used
as context. We leave other types of patterns (e.g.,
using the turn after the action line to construct O)
for future studies. Due to space limitations, we
list more extracted contextualized verbal-nonverbal
knowledge triples in Appendix A.3 (Table 11).

1We will release the stop word list along with the code at
https://github.com/nlpdata/script.
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3 MRC Instance Generation

We mainly discuss how to convert the extracted
triples into multiple-choice instances and leave its
extension to other types (e.g., extractive or abstrac-
tive) of MRC tasks for future research. We gener-
ate one instance for each piece of contextualized
knowledge. For each triple (v, c, n), we remove n
from context c, and we regard the remaining con-
tent as the reference document, verbal information
v as the question, and the nonverbal information
n as the correct answer option. To generate dis-
tractors (i.e., wrong answer options), we randomly
select N items from all the unique nonverbal mes-
sages in other triples, which are extracted using
the same type of patterns from the same script as
(v, c, n). Note that although we only generate one
instance based on each triple, it is easy to generate
more instances by changing distractors.

4 Two-Stage Fine-Tuning

We aim to use the constructed weakly-labeled data
to improve a downstream MRC task. Given weakly-
labeled data generated based on contextualized
knowledge extracted from scripts, we first use the
weakly-labeled data in conjunction with the train-
ing set of the target MRC data as the training data
to train the model and then fine-tune the resulting
model on the target MRC data as illustrated in Fig-
ure 1. We do not adjust the ratio of clean data to
weakly-labeled data observed during training as
previous joint training work on other tasks such as
machine translation (Edunov et al., 2018).

Another way is to perform separate training (or
sequential transfer learning (Ruder et al., 2019)):
we can first train the model on the weakly-labeled
data and then fine-tune it on the target data. We as-
sume that using the small-scale, clean data to guide
weakly-supervised training is more helpful, and we
compare joint and separate training in Section 6.5.

5 Multi-Teacher Paradigm

In our preliminary experiment, we observe that in-
creasing the amounts of weakly-labeled data does
not lead to noticeable gains than using one sub-
set of the weakly-labeled data. Inspired by previ-
ous teacher-student frameworks (You et al., 2019;
Wang et al., 2020) that train a multi-domain student
model with multiple teacher models to help knowl-
edge transfer, and each teacher model is trained
on a clean domain-specific subset, we extend the
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fine-tuning

MRC
model

weakly-labeled
data

labeled
data

knowledge
extraction
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generation

unstructured
corpus

Figure 1: Two-stage fine-tuning framework overview
(hard labels are used during both stages).

multi-teacher idea to let models learn better from
large-scale weakly-labeled MRC data for improv-
ing a target MRC task.

As introduced in Section 3, we can have multiple
subsets of weakly-labeled data generated based on
verbal-nonverbal knowledge extracted by different
types of patterns ((e.g., Bc or I) in (Section 2)).

Let V denote a set of labeled instances,
W1, . . . ,W` denote ` sets of weakly-labeled in-
stances, and W =

⋃
1≤i≤`Wi. For each instance t,

we letmt denote its total number of answer options,
and h(t) be a hard label vector (one-hot) such that
h(t)
j = 1 if the j-th option is labeled as correct. We

train ` teacher models, denoted by T1, . . . , T`, and
optimize Ti by minimizing

∑
t∈V ∪Wi

L1(t, θTi).
L1 is defined as

L1(t, θ) = −
∑

1≤k≤mt

h(t)
k log pθ(k | t),

where pθ(k | t) denotes the probability that the k-th
option of instance t is correct, estimated by the
model with parameters θ.

We define soft label vector s(t) such that

s(t)k =

λ h(t)
k + (1− λ)

∑
1≤j≤`

1

`
pθTj

(k | t) t ∈ V

λ h(t)
k + (1− λ)pθTi

(k | t) t ∈Wi

,

where λ ∈ [0, 1] is a weighting parameter, and
k = 1, . . . ,mt.

We then train a student model, denoted by S , still
in a two-stage fashion. In stage one (i.e., weakly-
supervised fine-tuning), we optimize S by mini-
mizing

∑
t∈V ∪W L2(t, θS), where L2 is defined

as

L2(t, θ) = −
∑

1≤k≤mt

s(t)k log pθ(k | t).

In stage two (i.e., supervised fine-tuning), we fur-
ther fine-tune the resulting S after stage one by
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Figure 2: Multi-teacher paradigm overview (multiple subsets of contextualized knowledge are involved). To save
space, we only show the case that involves two subsets. Teachers (1 and 2) are trained with hard-labeled data, and
one student is trained with soft-labeled data in both stages.

minimizing
∑

t∈V L2(t, θS). See Figure 2 for an
overview of the multi-teacher paradigm.

6 Experiment

6.1 Data

data type of construction # of instances

C3 human-annotated 19,577
DialogRE human-annotated 10,886

ConceptNet human-annotated 737,534
span-style augmented data weakly-labeled 894,834

Bc+ Bn+ I + O weakly-labeled 700,816
Bc weakly-labeled 105,622
Bn weakly-labeled 198,053
I weakly-labeled 204,750
O weakly-labeled 192,391

Table 2: Data statistics.

We collect 100,46 scripts in Chinese, and most of
them are intended for films and television shows.2

After segmentation and filtering, we obtain 199,280
scenes, each of which contains at least one piece
of contextualized knowledge. We generate four
subsets of weakly-labeled MRC data based on con-
textualized knowledge extracted by four types of
patterns. For comparisons, we use existing human-
annotated triples about commonsense knowledge
in the Chinese version of ConceptNet (Speer et al.,
2017) as well as span-style augmented multiple-
choice MRC data (Sun et al., 2019b) extracted
from all scripts. We set the number of distractors
N to five for weakly-labeled MRC instances.

For evaluation, we use C3, so far as we know, the
only public multiple-choice MRC data for Chinese
with a focus on commonsense knowledge. About
86.8% of questions in C3 involve prior knowledge
(i.e., linguistic, domain-specific, and commonsense
knowledge) unstated in the given texts, and all in-
stances are carefully designed by experts such as

2https://www.1bianju.com.

second-language teachers. Each instance consists
of a document, a question, and multiple answer
options; only one option is correct. In addition, we
use the human-annotated Chinese set of a bilingual
relation extraction dataset DialogRE, which also re-
quires document-level understanding to predict re-
lations from 36 possible types between an argument
pair.3 We provide data statistics in Table 2. While
we focus on resources (e.g., scripts and datasets) in
Chinese, our extraction and training methods are
not limited to a particular language.

6.2 Implementation Details

We follow Sun et al. (2020) for the model architec-
ture consisting of a pre-trained language model and
a classification layer on top of the model. We use
RoBERTa-wwm-ext-large (Cui et al., 2020) as the
pre-trained language model, which achieves state-
of-the-art performance on C3 and many other nat-
ural language understanding tasks in Chinese (Xu
et al., 2020). We leave the exploration of very re-
cent pre-trained language models such as ERNIE
3.0 (Sun et al., 2021) for future work. When the
input sequence length exceeds the limit, we re-
peatedly discard the last turn in the context, or the
first turn if the last turn includes the extracted ver-
bal information. For all our implementations and
methods, we train a model for one epoch during
the weakly-supervised fine-tuning stage and eight
epochs during the supervised fine-tuning stage;
other parameters remain unchanged. We set λ (de-
fined in Section 5) to 0.5 in all experiments based
on the rationale that we can make best use of the
soft labels while at the same time making sure
argmaxk s(t)k is always the index of the correct
option for instance t. Carefully tuning λ on the
development set may lead to further improvements,

3https://github.com/nlpdata/dialogre.
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index name weakly-supervised fine-tuning supervised fine-tuning dev test
training data labels training data labels

T0 regular fine-tuning† – – � hard 73.9 (0.5) 73.4 (0.5)
1 continued MLM pre-training† scripts hard � hard 72.9 (0.6) 72.7 (0.9)

2 two-stage fine-tuning � + Bc+ Bn+ I + O hard � hard 75.6 (0.2) 75.2 (0.6)
3 two-stage fine-tuning � + Bc hard � hard 74.5 (0.3) 74.0 (0.4)
4 two-stage fine-tuning � + Bn hard � hard 74.6 (0.5) 74.5 (0.8)
5 two-stage fine-tuning � + I hard � hard 75.6 (0.4) 74.9 (0.6)
6 two-stage fine-tuning � + O hard � hard 75.4 (0.3) 74.9 (0.1)
7 two-stage fine-tuning � + span-style augmented data (Sun

et al., 2019b) based on scripts
hard � hard 72.6 (0.4) 72.0 (0.6)

8 two-stage fine-tuning � + ConceptNet (Speer et al., 2017) (i) hard � hard 74.0 (0.2) 72.7 (0.4))
9 two-stage fine-tuning � + ConceptNet (Speer et al., 2017) (ii) hard � hard 74.6 (0.4) 74.1 (0.5)

10 student with teachers (T1-T4) � + Bc+ Bn+ I + O soft � soft 77.4 (0.3) 77.7 (0.1)
M1 student with teachers (T1-T4) � + Bc+ Bn+ I + O soft � hard 76.5 (0.4) 76.4 (0.3)
M2 student with teachers (4×T0)‡ � soft � soft 72.0 (0.7) 71.5 (1.0)
M3 student with teachers (4×T0)‡ � hard � soft 73.4 (0.3) 73.0 (0.5)
M4 student with teachers (4×T0)‡ – – � soft 72.1 (0.7) 71.7 (0.7)
T1 teacher model � + Bc hard – – 71.2 (0.1) 71.6 (0.1)
T2 teacher model � + Bn hard – – 72.2 (1.2) 72.3 (0.4)
T3 teacher model � + I hard – – 72.9 (0.9) 72.5 (0.4)
T4 teacher model � + O hard – – 73.1 (0.9) 72.6 (0.2)

Table 3: Average accuracy with standard deviation (%) on the development and test sets of the C3 dataset (�: C3;
H: hard; S: soft; †: we implement or use the public implementations of previous work (Xu et al., 2020) for T0
and (Xu et al., 2020) for 1; ‡ four models are trained with different random seeds).

which is not the primary focus of this paper.

6.3 Main Results and Discussions

Table 3 reports the main results. The baseline ac-
curacy (73.4% {T0}) is slightly lower than previ-
ously reported using the same language model4

as we report the average accuracy over five runs
with different random seeds for all our supervised
fine-tuning results. For easy reference, we indicate
the index for each result in curly brackets in the
following discussion.
Two-Stage Fine-Tuning: The performance of a
model after the first fine-tuning stage over the
combination of the C3 dataset and much larger
weakly-labeled data is worse (e.g., 71.6% {T1})
than baseline performance ({T0}). Further fine-
tuning the resulting model on the C3 dataset con-
sistently leads to improvements (e.g., 74.0% {3})
over the baseline {T0}, demonstrating the necessity
of supervised fine-tuning when large-scale weakly-
labeled data is used. In particular, each subset of
the weakly-labeled data based on contextualized
knowledge extracted by a certain type of patterns
can boost the performance ({3, 4, 5, 6}); the magni-
tude of accuracy improvement is 1.2% on average.
Multi-Teacher Paradigm: When we combine all
the weakly-labeled data during weakly-supervised
fine-tuning, the performance gain after the super-
vised fine-tuning stage (75.2% {2}) is not as im-
pressive as expected, given the best performance

4https://github.com/CLUEbenchmark/CLUE.

achieved by only using one subset (74.9% {5}). As
a comparison, our teacher-student paradigm with
multiple teacher models (i.e., {T1, T2, T3, T4})
trained with different subsets of weakly-labeled
data leads to up to 3.7% improvement in accu-
racy ({10} vs. {3, 4, 5, 6}). The advantage is
reduced but still exists even when we use the origi-
nal hard labels instead of soft labels in the second
fine-tuning stage (76.4% {M1}). To examine the
contribution of the contextualized knowledge, un-
der the exact same multi-teacher paradigm, we train
four {T0}-teachers only on the target MRC dataset
with different random seeds, and let them teach the
student. Such multi-teacher baselines ({M2–M4})
perform much worse than our proposed method
{10}, even under-performing the original {T0}.
Pre-Training or Fine-Tuning: We also consider
continuing pre-training the pre-trained language
model (i.e., RoBERTa-wwm-ext-large) over the
plain texts of the scripts using the masked language
model (MLM) objective (Devlin et al., 2019; Liu
et al., 2019), which might benefit more downstream
tasks without requiring task-specific data augmen-
tation. We follow previous work (Cui et al., 2020;
Xu et al., 2020) to conduct whole word masking
to generate training instances and continue pre-
training the model for 200K steps considering the
much smaller size of the scripts (0.1B tokens) com-
pared with that of the original pre-training data
(5.4B tokens).5 As shown in {1} in Table 3, con-

5Here, increasing the number of steps further hurts MRC.
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tinued pre-training over the scripts has a slight neg-
ative impact on MRC performance. This result is
perhaps not too surprising as many studies demon-
strate the usefulness of continued pre-training only
when the size of domain-specific unlabeled data
(e.g., NEWS (Zellers et al., 2020) that contains
6.7B tokens) is sufficient to update model param-
eters using MLM (Gururangan et al., 2020). Con-
sidering the size of scripts, to improve the perfor-
mance on a general-domain MRC task, we argue
that it is more effective to inject the knowledge dur-
ing the fine-tuning stage, using the same training
objective as that of the target MRC task.

6.4 Comparisons with Other Types of
Augmented MRC Data

From the perspective of improving a target MRC
task, we first compare the extracted contextualized
verbal-nonverbal knowledge with crowdsourced
commonsense knowledge graphs. As most of such
graphs are in English, we only compare the knowl-
edge with the crowdsourced Chinese version of
ConceptNet. To convert each triple (subject, re-
lation type, object) in ConceptNet into an MRC
instance, we use the subject as question and ob-
ject as answer, and we experiment with two types
of documents: (i) leave the document empty and
(ii) use the relation type as the document. We ran-
domly select phrases in ConceptNet other than the
phrases in each triple as distractors. For a fair
comparison, we compare (ii) with baseline {2} in
Table 3 using the same two-stage hard-label fine-
tuning strategy. The numbers of weakly-labeled
instances based on contextualized knowledge and
ConceptNet are close (Table 2). The results reveal
that under the two-stage fine-tuning framework,
introducing ConceptNet yields up to +0.7% in ac-
curacy, but using contextualized knowledge gives
a bigger gain of 1.8% in accuracy. It is worth men-
tioning that keeping context (i.e., relation types)
for ConceptNet-based weakly-labeled instances is
helpful for downstream tasks ({9} vs. {8}).

Based on all the scripts, we also implement a
span-style multiple-choice MRC data augmenta-
tion method (Sun et al., 2019b), which randomly
concatenates several sentences in a scene as a ques-
tion, randomly removes spans from the question,
and concatenates them to form an answer. Dis-
tractors are generated by randomly replacing spans
in the answer with randomly selected spans from
the same scene. This method ({7}) does not lead

accuracy gains over the baseline {T0}, supporting
the usefulness of augmenting MRC data based on
verbal-nonverbal knowledge from scripts.

6.5 Ablation Studies and Analysis

We have shown that the present multi-teacher
paradigm helps learn better from large-scale
weakly-labeled data. We further conduct ablation
studies to examine critical factors for this paradigm.
All other aspects remain the same as {10} in Ta-
ble 3. We remove the context (i.e., scene) from each
instance in the weakly-labeled data and leave it
empty. We also experiment with removing C3 from
the weakly-supervised fine-tuning stage when we
train teacher and student models and only use hard-
labeled C3 during the final supervised fine-tuning
stage. As shown in Table 4, accuracy decreases in
both cases. For two-stage hard-label fine-tuning
{2}, keeping context is still helpful, while includ-
ing C3 during weakly-supervised fine-tuning seems
less important. These results show the usefulness
of keeping the context of weakly-labeled data and
involving the small-scale, human-annotated target
MRC data to guide weakly-supervised fine-tuning
for the multi-teacher paradigm.

our methods dev

{10} in Table 3 77.4 (0.3)
{10} removing context from weakly-labeled data 76.8 (0.2)
{10} removing C3 from the weakly-supervised fine-tuning 76.6 (0.5)
{10} removing weakly-labeled data (i.e., {M3} in Table 3) 73.4 (0.3)

{2} in Table 3 75.6 (0.2)
{2} removing context from weakly-labeled data 74.9 (0.2)
{2} removing C3 from the weakly-supervised fine-tuning† 75.5 (0.3)

Table 4: Ablation results on the dev set of C3 (†: same
as sequential transfer learning (Ruder et al., 2019)).

It is difficult, however, to infer which pieces of
knowledge help the improved MRC instances. As
an alternative solution, we study the impacts of
the contextualized knowledge on different types of
questions based on the annotated subset (300 in-
stances) released along with the dataset. As shown
in Table 6, our method generally improves perfor-
mance on all types of questions, especially those
that require commonsense knowledge.

In particular, we see +10.0% in accuracy or
more on questions that require CAUSE-EFFECT,
SCENARIO, or PART-WHOLE, three subcategories
of commonsense knowledge. For instance, given a
conversation, “Female: Sir, can you drive faster?
I’m afraid that I will be late for the exam. Male: No,
the speed is already quite fast. Safety is also very
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Scene 2

Lili Kang: Hurry up, the Central Hospital! The child just fell. Hurry up!
3 The car is going fast.
Lili Kang: Hurry up! hurry up!
Taxi driver: I can’t go any faster, I’ll be fined by the police if I go any faster.
3 The taxi driver said and turned to look at the child wrapped in the blanket.
Taxi driver (surprised): This kid’s eyes are wide open, and he is in high spirits. Where did he break it?

[. . .]

pattern type nonverbal verbal

Bc surprised Taxi driver: This kid’s eyes are wide open, and he is in high spirits.
Where did he break it?

Table 5: An taxi-related example of extracted contexutalized knowledge ([. . .]: words omitted; 3: action line).

important.", we require scenario knowledge about
activities of humans, their corresponding location
information, and personal information such as the
profession, in order to answer the question about
the possible location (“taxi”) of the two speakers.
It is possible that the temporal order between ver-
bal and nonverbal information sometimes indicates
causality. Also, the scenes used as context in the
structured knowledge contain rich scenario knowl-
edge. For example, similar to the scenario in the
previous MRC instance, a taxi driver also refuses
the passenger’s request to drive faster in one of
our extracted triples (Table 5). See more improved
MRC instances and analysis in Appendix A.1.

category {T0} {10} ∆

Matching 90.0 94.7 4.7
Prior Knowledge 69.5 75.3 5.8
· · · Linguistic 73.8 77.8 4.0
· · · General world knowledge 68.0 74.4 6.4
· · · Arithmetic 34.3 40.0 5.7
· · · Connotation 74.0 78.0 4.0
· · · Cause-effect 78.0 88.0 10.0
· · · Implication 68.5 70.8 2.3
· · · Part-whole 58.2 70.9 12.7
· · · Precondition 60.0 65.7 5.7
· · · Scenario 64.8 76.5 11.7

· · · Domain-specific? 13.3 20.0 6.7

Table 6: Average accuracy (%) on the annotated devel-
opment set of C3 per category (?: only three instances).

6.6 The Usefulness of Contextualized
Knowledge for Other Tasks

Instead of converting the extracted triples into
weakly-labeled relation extraction instances and
training from scratch, we simply replace the classi-
fication layer of an MRC model with a multi-class
multi-label classification layer following the base-
line released by Yu et al. (2020) and fine-tune the
whole architecture on DialogRE. We compare the
performance of methods that use different weights
for parameter initialization except for the randomly
initialized classification layer. We achieve +2.9%
in F1 and +3.1% in F1c on DialogRE (Table 7).

The metric F1c is used to encourage a model to
identify relations between arguments as early as
possible rather than after reading the whole di-
alogue. Introducing C3 alone also allows us to
achieve a slight gain over the relation extraction
baseline. It might be interesting to investigate the
relevance between document-level relation extrac-
tion and MRC for further performance boost.

parameter dev test
initialization F1|F1c F1|F1c

(Yu et al., 2020) 65.5 (0.9) | 61.0 (0.4) 63.5 (0.9) | 58.7 (0.9)

– 64.9 (0.8) | 60.3 (0.7) 64.4 (1.1) | 59.2 (0.8)
{T0} in Table 3 66.4 (1.2) | 61.6 (0.8) 65.1 (1.9) | 60.3 (1.7)
{10} in Table 3 67.1 (0.7) | 62.9 (0.8) 67.3 (0.8) | 62.3 (0.7)

Table 7: Average F1 (%) and F1c (%) on DialogRE (–:
RoBERTa-wwm-ext-large).

We also conduct preliminary experiments by
fine-tuning the MRC student on multiple-choice
translated MRC datasets DREAM (Sun et al.,
2019b) and Cosmos QA (Huang et al., 2019) (orig-
inally in English) and see at least +2.7% in accu-
racy. As this is not the main focus of the paper, we
provide more details in Appendix A.2.

7 Related Work

7.1 Contextualized Knowledge Extraction
A common solution to obtain external contextual-
ized knowledge is to utilize existing knowledge
bases via distant supervision (Ye et al., 2019).
We extract contextualized knowledge from scripts,
wherein contexts (i.e., scenes) are naturally aligned
with verbal-nonverbal pairs to avoid noise. Be-
sides, we focus on verbal-nonverbal knowledge to
improve MRC, which is seldom studied.

Our work is also related to commonsense knowl-
edge extraction, which relies on human-annotated
triples (Xu et al., 2018; Bosselut et al., 2019), high-
precision syntactic/semantic patterns (Zhang et al.,
2020; Zhou et al., 2020) specific to each relation,
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or lexical databases (Tandon et al., 2014, 2015).
In contrast, we skip the step of naming relations
between phrases and situate structured knowledge
in its context. We extract knowledge based on
language-independent, scenario-independent lex-
ical patterns, which do not require dependencies
such as training data, a broad-coverage semantic
lexicon, or a high-quality syntactic parser.

7.2 Knowledge Distillation

Our teacher-student paradigm is most related to
multi-domain teacher-student training for auto-
matic speech recognition (You et al., 2019) and
machine translation (Wang et al., 2020). Instead
of clean domain-specific data, each of our teachers
is trained with weakly-labeled data. Due to the
introduction of large-scale weakly-labeled data, we
use the training data (hard/soft labels) of the target
MRC task in all stages to guide the training. The
model architecture of students is the same as that
of teachers to improve the task performance, which
is different from previous knowledge distillation
studies (Li et al., 2014; Hinton et al., 2015).

8 Conclusions

This paper introduces how to extract contextu-
alized verbal-nonverbal knowledge from scripts
and use the knowledge to improve multiple-choice
MRC. We compare different strategies to use the
knowledge-based weakly-labeled data and further
propose a multi-teacher paradigm to better learn
from large-scale weakly-labeled data. Experimen-
tal results show the effectiveness of multi-teacher
and usefulness of the knowledge for different tasks.
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A Appendices

A.1 Result Analysis (II)

Besides the quantitative analysis provided in Sec-
tion 6.5, we take a closer look at improved ma-
chine reading comprehension instances after we
use the multi-teacher paradigm to leverage verbal-
nonverbal knowledge ({10} vs. {T0} in Table 3).
As shown in Example 1 in Table 8, the correct an-
swer option “eating something” is not mentioned
in the give dialogue. To answer this question
correctly, we require external scenario knowledge
about “afternoon tea”, which usually includes a
mini-meal composed of sandwiches, cakes, etc. In-
jecting contextualized knowledge can power MRC
models, perhaps because that scenes that compose
a script are designed to clearly introduce the rel-
evant location and temporal information (usually
in scene headings) that may not be explicitly men-
tioned in the main body of the scenes.

In addition, nonverbal messages in action lines
and parentheses provide additional information for
utterances, which may help machine readers better
“read between the lines”. As shown in Example
2 in Table 8, by saying “Don’t think about it in
this life.”, the male speaker implicitly rejected the
suggestion of the woman on his bad temper.

Example 1

F: Hello, who would you like to speak to?
M: Meimei, remember you asked me to have tea this afternoon?

When will we meet?
F: I’m sorry, I should have called you. You can decide it. I will

be available this afternoon.
M: Then at 3:30 in the afternoon, how about having afternoon tea

at the place we last visited?
F: Sure. I will be there on time.

Q What will the woman and the man do in the afternoon?
A. shopping.
B. sing.
C. eating something. ?
D. seeing a movie.

Example 2

F: You really should control your bad temper!
M: Don’t think about it in this life.

Q What can we know from this conversation?
A. The woman can stand the temper of the man.
B. The man is not ready to control his temper. ?
C. The man let the woman control her temper first.
D. The man accepts the woman’s suggestion.

Table 8: English translation of improved machine read-
ing comprehension instances from C3 (?: the correct
answer option; M: male; F: female; Q: question).

It might be an interesting future direction to ex-
plore how to map coarse-grained verbal-nonverbal
knowledge into fine-grained types of general world
knowledge such as CAUSE-EFFECT. However, it

requires additional type-specific annotations.

A.2 The Usefulness of Contextualized
Knowledge for Other Tasks (II)

Furthermore, as additional indications to evaluate
the usefulness of the extracted knowledge, we use
Google Translate to generate Chinese versions of
DREAM and Cosmos QA, two popular multiple-
choice MRC datasets for English in which most
questions require general world knowledge. For
the two translated multiple-choice MRC datasets,
we simply use {10} in Table 3 to initialize an MRC
model. Again, we report the average accuracy over
five runs with different random seeds for all results.

data type of construction # of instances

C3 human-annotated 19,577

DREAM human-annotated 10,197
Cosmos QA human-annotated 35,600

Table 9: MRC data statistics.

As shown in Table 10, in this noisy setting, we
still obtain +7.8% in accuracy on the test set of
DREAM and +2.7% in accuracy on the publicly
available development set of Cosmos QA, by adapt-
ing our best-performing MRC student. The differ-
ent performance levels on translated datasets and
their original English versions may be due to the
different sizes of text corpora for pre-training lan-
guage models for English and Chinese and noise
introduced by imperfect automatic machine transla-
tion. We will also release the code to extract contex-
tualized knowledge from English scripts (Gorinski
and Lapata, 2015) and leave exploiting English
contextualized knowledge for MRC tasks or trans-
lating contextualized knowledge in other languages
(such as Chinese) into English for future work.

parameter initialization DREAM Cosmos QA
dev test dev

RoBERTa-wwm-ext-large 61.4 (1.0) 60.8 (1.0) 56.7 (0.9)
{T0} in Table 3 67.0 (0.6) 65.5 (0.7) 57.1 (1.3)
{10} in Table 3 69.2 (0.7) 68.6 (1.0) 59.4 (0.6)

Table 10: Average accuracy on the translated Chinese
version of DREAM and Cosmos QA.

A.3 More Contextualized Verbal-Nonverbal
Knowledge Triples

We provide knowledge triples extracted using each
of the four types of patterns in Table 11.
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type nonverbal verbal

Scene 3
The ball is lowered, lighting up a sign that reads "1972."

Crowd(over television): ...1! Happy New Year!
The people in the bar cheer and kiss each other. They blow horns and toss confetti into the air.
Forrest looks around as Carla and Lenore lean over and kiss him.

Bc over television Crowd: ...1! Happy New Year!

Scene 4
Laifu Zhao: Le Xiaocong, it is you! I thought there was a thief in the kitchen.
Xiaocong Le: Monitor, I got in without your permission. I’m really sorry.
Laifu Zhao: It’s okay, it’s okay. He handed a cup of hot water:

This room is too cold. Come here and take a sip of hot water to warm up. Take a break.
Xiaocong Le took the cup of hot water: Thank you! Monitor!
Laifu Zhao: Hey, Le Xiaocong, see how dedicated and focused you are. What are you writing?

Bn took the cup of hot water Xiaocong Le: Thank you! Monitor!

Scene 5
Wukong: Huh! Why does this picture move?
Aoguang: This is a cruiser. The picture on the screen is a submarine fiber optic cable being laid.
Wukong: A cruiser?
Aoguang: Yes. With it, finding a needle in a haystack is not difficult. Hahaha...
Wukong: Finding Huaguoshan is easier than finding a needle in a haystack!
Aoguang dumbfounded: Well, well, well...

Bn dumbfounded Aoguang: Well, well, well...

Scene 6
From a cauldron on the stove, hot water is poured into two pails, by the a kitchen boy under the nurse’s command.

Scullery Maid (O.S.): Thomas Kent, sir? No sir.
Will (O.S.): The actor.
Nurse: Who asks for him?

Will has come to the kitchen door with a letter.
Will: William Shakespeare, actor, poet, and playwright of the Rose.

The nurse sends the scullery maid back to work.
Nurse: Master Kent is. . . my nephew.
Will (giving her the letter): I will wait.
Nurse: Much god may it do you.

Bc giving her the letter Will: I will wait.
O Will has come to the kitchen door with a

letter.
Nurse: Who asks for him?

O The nurse sends the scullery maid back
to work.

Will: William Shakespeare, actor, poet, and playwright of the Rose.

Scene 7
Scene 90: outside the field

Principal Qi: (nodding his head) Excellent Game! Good job! Give students some water!
Dean of Education: Water is here! (distributed bottles of water one by one)
Haiyin Lin: Everyone played well in today’s game!
Gao Feng: Unfortunately, we still lost by two points.

Several people nodded

I nodding his head Principal Qi: Excellent Game! Good job! Give students some water!
I distributed bottles of water one by one Dean of Education: Water is here!
O Several people nodded. Gao Feng: Unfortunately, we still lost by two points.

Scene 8
Mrs. Gump: You do your very best now, Forrest.
Forrest: I sure will, Momma.
Forrest (V.O.): I remember the bus ride on the first day of school very well.
Bus Driver: Are you comin’ along? Forrest: Momma said not to be taking rides from strangers.
Bus Driver: This is the bus to school.
Forrest: I’m Forrest Gump.
Bus Driver: I’m Dorothy Harris.
Forrest: Well, now we ain’t strangers anymore.

The bus driver smiles as Forrest steps up into the bus.

O The bus driver smiles as Forrest steps up
into the bus.

Forrest: Well, now we ain’t strangers anymore.

Table 11: Examples of extracted verbal-nonverbal pairs situated in scenes (all translated into English).
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